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Abstract

A nonequilibrium molecular dynamics (NEMD) simulation technique is employed to investigate the transport of binary mixtures of

hydrogen and methane through a model carbon membrane of varying thickness. Both forced ¯ow simulations under a pressure gradient and

isobaric counterdiffusion simulations are conducted in this work. The principal conclusions of these studies are: (i) pore entrance/exit

effects may need to be taken into consideration in membrane design for hydrogen/hydrocarbon separations if the length of the controlling

pores within the carbon membrane is of the order of one tenth of a micron or less; (ii) viscous (convective) ¯ow contributions to the ¯uxes

of the individual components of the mixture should be negligible for the carbon membranes currently in use; (iii) the cross-coef®cients of

diffusion appear to play a relatively minor role in the normal (pressure driven) hydrogen/methane membrane separation process however

under isobaric conditions the simulation results suggest that hydrogen/methane cross-coupling plays a signi®cant role in hindering the

hydrogen counterdiffusion ¯ux within carbon membranes containing long, narrow pores. # 1999 Elsevier Science S.A. All rights reserved.
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1. Introduction

The mathematical modelling of transport within porous

media is one of the classical problems in chemical engineer-

ing with important implications for the design of adsorption

columns, chromatographic separations, membrane separa-

tion units, and heterogeneous catalysis. The description of

the ¯uxes of material within the media involved in these

systems has been formulated in a variety of ways with the

most widely accepted approach being the generalised theory

developed by Mason and co-workers [1,2] (an extensive

review of the Stefan±Maxwell theory of transport has also

been provided recently by Krishna and Wesselingh [3]).

Most frequently, with the exception of ideal gases, the

species ¯ux expressions contain coef®cients which cannot

easily be quanti®ed and one method of approach to over-

come this dif®culty is direct molecular simulation.

While computer simulation has been employed to inves-

tigate transport in idealised micro-pore structures since the

early 1980s it is only in the last few years that the simulation

of diffusion and permeation within realistic media has been

undertaken (for example, zeolites [4,5], silica [6±8], carbon

molecular sieves [9±11], and polymeric materials [12,13]).

The principal method employed in many of these studies

was the equilibrium molecular dynamics (EMD) technique

(see [14] for details) which can provide accurate estimates

(to within a few per cent) for single particle transport

properties (self or tracer diffusivities), and with somewhat

less accuracy (standard errors of the order of 10±50%), for

collective transport coef®cients in homogeneous (`in®nite')

media. The signi®cant errors associated with the determina-

tion of collective transport properties (e.g. mutual diffusiv-

ities, cross-coef®cients and viscosities), and in particular,

the limitation of the standard EMD procedure to homoge-

neous systems of in®nite extent motivated the development

of an alternative route to the determination of transport and

permeation characteristics via nonequilibrium molecular

dynamics (NEMD). This technique, developed indepen-

dently in [15,16] and more recently in [17,18], involves

the creation of stationary chemical potential gradients

between two control volumes. The transport of material

from one control volume to the other is then monitored

during the simulation and the transport coef®cients are

obtained from direct measurements of the particle ¯uxes.

It is this technique, and its application to a novel membrane

separation process, which is of interest in this paper.

In Section 2, the basis for the NEMD simulation of the

membrane separation of hydrogen and methane mixtures is

described in detail. In this section we will also introduce a
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new algorithm which permits unambiguous simulation of

transport under nonequilibrium `isothermal' conditions

within a physically stationary medium. In Section 3 the

results for both ®nite membrane thickness (obtained via the

NEMD technique) and EMD simulation within a membrane

of in®nite thickness are presented and discussed and in

Section 4 our conclusions are summarised.

2. Simulation method

The carbon membrane modelled in this work is illustrated

in Fig. 1. The fundamental cell for the molecular simulation

consists of 10 basal graphite layers above and below a single

isolated pore and this cell is periodically imaged in both the

x and y directions. The membrane itself is therefore effec-

tively a set of isolated pores each separated by 20 basal

graphite layers in the x direction and of in®nite breadth in

the y direction. These dimensions are chosen to ensure that

the ¯ux of material through a given pore occurs indepen-

dently of other pores in the system [19] and hence will

provide speci®c details for individual intrapore and pore

mouth effects in the transport process. Although this is a

highly idealised system it does contain the principal ele-

ments needed (i) to illustrate the method of application of

the NEMD technique and (ii) to ascertain those features of

the hydrocarbon/hydrogen/carbon membrane permeation

mechanism which play a central role in the industrial

separation process. A single pore width of w�2.25� is

chosen here for all of the simulations. This value of w is

believed to be characteristic of the pores known to exist in

the carbon membranes which have been developed for

hydrocarbon/hydrogen separation processes [20,21].

In all of the computations the methane and hydrogen

molecules are modelled as structureless particles which

interact with each other and with the carbon atoms of the

membrane via the truncated and shifted force form of the

Lennard-Jones 12±6 potential:

�SF
ij �rij� � �ij�rij� ÿ �ij�rcut� ÿ d�ij�rij�

drij

� � ���
rcut

�rij ÿ rcut�; rij � rcut

� 0; rij > rcut

(1a)

with

�ij�rij� � 4"ij

�ij

rij

� �12

ÿ �ij

rij

� �6
 !

; (1b)

where rcut is the cut-off distance (2.5 �ij in the computations

reported here) and �ij and "ij are the codiameter and

potential well depth for particles i and j, respectively.

The potential parameters employed in this work are sum-

marised in Table 1 and the Lorentz±Berthelot rules,

�ij � ��ii � �jj�=2 and "ij �
��������������"ii"jj�

p
, have been employed

to compute the terms for unlike species.

In general there are two stages to the simulation algo-

rithm:

(i) Initialisation: The length of the pore is speci®ed and

the grand canonical ensemble Monte Carlo (GCMC) simu-

lation method of Adams [24,25] (®xed �;V and T) is applied

independently to the two regions of the simulation box

ÿL1 < z < 0 and 0 < z < L1, respectively. The ¯uid com-

ponents in both regions differ only with respect to their

chemical potentials (or fugacities f̂ i) and in all of the

simulations the temperature was held constant at

273.15 K. At the end of this initialisation stage the cell

volume in the region z<0 will contain a particular number of

particles of both species and the cell volume in the region

z>0 will contain a different number of particles of both

species. In subsequent computations (see realisation below)

the chemical potentials of both species are maintained at

particular levels only within the control volumes I

(ÿL2<z<ÿL3) and II (L3<z<L2).

(ii) Realisation: The particle velocities are now assigned

from the Maxwell±Boltzmann distribution and the particle

trajectories, at ®xed particle number, are computed by

solving the ®nite difference form of the equations of motion.

The ®nite difference method employed in this work was the

Fig. 1. The model finite length carbon slit pore. The magnitudes of L1, L2

and L3 employed in the NMD simulations were (L�1.1 nm),

(L�2.662 nm) and (L�3.342 nm), respectively, and the slit width between

the two innermost basal planes was 2.25�, where ��0.335 nm.

Table 1

Lennard-Jones (12±6) interaction parameters for the carbon/hydrogen/

methane system (both the hydrogen and methane particles are treated as

united atom structures)

Particle i/particle j "ij=k (K) �ij (nm)

C/Ca 28.0 0.340

H2/H2
b 37.0 0.2928

CH4/CH4
b 148.2 0.3817

a From Ref. [22].
b From Ref. [23].
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Verlet algorithm [26] and will be described below in more

detail during the discussion of the dynamical interaction

between the carbon atoms and the ¯uid particles. As the

particle trajectories evolve the particle depletion or accu-

mulation within control volumes I and II is counterbalanced

by periodically freezing the state of the system and con-

ducting a short sequence of GCMC destruction/creation

events on the ¯uid mixtures within control volumes I and

II. For a given component i the prescription for the particle

destruction/creation sequence is

(a) Destruction: acceptance if

P�

P�
� NiRT

f̂ iV
exp ÿ����

kT

� �
> �: (2a)

(b) Creation: acceptance if

P�

P�
� f̂ iV

�Ni � 1�RT
exp ÿ����

kT

� �
> �; (2b)

where P�=P� is the relative probability of observing two

states � and � differing in potential energy by ���� and

particle number by 1, Ni is the number of particles of

component i present in state �, and � is a random number

uniformly distributed on {0,1}. For the conditions employed

during the simulations conducted in this work it was found

that a sequence of 50 destruction or creation events (the type

of event being selected randomly) every 10 time steps

during the ®nite difference solution of the equations of

motion provided excellent control of the thermodynamic

states of the species in volumes I and II. After each sequence

of destruction/creation events all of the newly created

particles within control volumes I and II are assigned

velocities from the appropriate Maxwell±Boltzmann dis-

tribution function at the speci®ed temperature (the velocities

and coordinates of all other particles are still stored and

remain untouched) and the forces on each particle are

evaluated from their known coordinates.

As noted above the Verlet ®nite difference algorithm [26]

was employed to solve the equations of motion of the

particles. This algorithm requires the initial centre of mass

positions, velocities and accelerations (based on force cal-

culations using Eqs. (1a) and (1b)), of each particle i:

ri��t� � ri�0� � vi�0��t � 1

2
ai�0��t2; (3a)

Thereafter the particle positions are computed using

ri�t � �t� � 2ri�t� ÿ ri�t ÿ �t� � ai�t��t2; (3b)

with the velocity at time t given by

vi�t� � ri�t � �t� ÿ ri�t ÿ �t�
2�t

: (3c)

Two modi®cations of this algorithm are required to restart

the computations at intermittent points during the imple-

mentation of the code: (i) after performing a sequence of

destruction/creation events on the particles in control

volumes I and II and (ii) after a thermal collision (to be

described below) between a methane or hydrogen particle

and a carbon atom of the solid (in this work the carbon atoms

are held ®xed in space).

In case (i) the position coordinates at time t ÿ �t for each

of the newly created particles (created at time t) within

control volumes I and II are obtained using

ri�t ÿ �t� � ri�t� ÿ vi�t��t � 1

2
ai�t��t2; (4)

where vi�t� is the velocity of the particle preselected from

the Maxwell±Boltzmann distribution function.

For case (ii) the following conditions need to be con-

sidered. During the evolution of the particle trajectories a

novel ¯uid/solid thermal diffuse scattering algorithm is

employed during the simulations to ensure that transport

within the pore structure occurs under ¯uid/solid thermally

equilibrated conditions irrespective of how many particles

are within the pore at any given time. The method involves

changing the momentum and kinetic energy of the methane

or hydrogen particles at the ¯uid particle/carbon atom

potential minimum in such a way that the particles are

re¯ected from the collision plane according to the cosine

law of diffuse scattering while simultaneously satisfying

conditions corresponding to thermal equilibration with the

carbon surface. This thermal diffuse scattering algorithm is

best considered with reference to Fig. 2.

Fig. 2. Fluid particle/carbon atom thermal scattering algorithm. The top

diagram illustrates the coordinate frame for the Maxwellian particle flux

taking place from left to right and the lower diagram shows this scattering

plane tangential to the sphere whose radius corresponds to 21=6�ic.
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In a ¯uid at local thermodynamic equilibrium the mag-

nitude of the differential ¯ux of particles travelling from left

to right through a plane centred at r is

dF��n�r� m

2�kT

� �3=2

exp ÿmv2

2kT

� �
�v cos��v2 dv sin� d� d';

(5a)

where n�r� is the local number density of the particles, m is

their mass, v is the magnitude of the particle velocity and �
and ' are the polar angles describing the particle velocity

vector. For computational purposes this expression is more

conveniently rewritten in the following form:

dF�� 1

4
n�r��v

� �
d �v�2 � 1�exp�ÿv�

2�
h i

d cos2�
� �

d '=2�� �;
(5b)

� 1

4
n�r��v

� �
G��1; �2; �3� d�1 d�2 d�3; (5c)

where G is the three-dimensional uniform distribution

function and �1, �2 and �3 are random numbers distributed

on {0,1}. This result demonstrates that in order to simulate

equilibrated thermal scattering from a surface one need only

sample three uniformly distributed random numbers and

compute the velocity components according to

v1 � v�cos�2��3�
�������������
1ÿ �2

p
; (6a)

v2 � v�sin�2��3�
�������������
1ÿ �2

p
; (6b)

v3 � v�
����
�2

p
; (6c)

where the dimensionless speed v� � v
��������������
m=2kT

p
is obtained

from

�1 � �v�2 � 1� exp�ÿv�
2�: (6d)

(The latter is not required for elastic scattering [27,28]).

This method ensures that the particles emanating from a

plane are scattered with a Maxwellian distribution of mole-

cular speeds. It is also important to note that this thermal

effect only takes place during a collision with the solid

surface atoms and therefore in general does not interfere

with the pore cross-section dependence of the local particle

¯ux. Since the carbon atoms are explicitly held ®xed in

space this results in a signi®cant savings in computer time.

The inclusion of the high frequency vibrational motion of

the carbon atoms would require very small time steps and

hence very long simulation runs to properly model the

system dynamics.

It is clear from the expression for the differential ¯ux,

Eq. (5c), that the scattering plane must be de®ned at a

speci®c location r and in this work the plane was placed

at the position of the ¯uid particle/carbon atom potential

minimum, ric � 21=6�ic (see Fig. 2). During the simulations

a procedure was employed to determine, a posteriori, if,

during a given time step, the relative separation of a ¯uid

particle and carbon atom satis®ed this condition. If so, the

particle trajectory was retraced to determine the point of

`collision' by using Newton's method to solve the expres-

sion:

ri�t� ÿ rc � vi�t�f �t � 1

2
ai�t��f �t�2

���� ����2� �21=6�ic�2; (7)

where 0<f<1. Once the minimum value of f had been

determined for a given i-c pair, particle i was advanced

through time fmin�t and its velocity components were chan-

ged according to the prescription described in Eqs. (6a),

(6b), (6c) and (6d). The completion of the time step was then

achieved by moving the particle to

ri�t � �t� � ri�t � f �t� � vscatt
i �1ÿ f ��t; (8)

where vscatt
i is the post-collisional velocity of the scattered

particle. This procedure was applied to each ¯uid particle

independently during a given time step, and if necessary,

repeated when multiple `collisions' for the same particle

were predicted to occur within the time step. One additional

detail which was included in the analysis was that the

direction of approach of a given particle i to the potential

minimum was taken to be irrelevant. The post-collisional

normal to the tangent plane illustrated in Fig. 2 was selected

randomly and therefore the ¯uid particle could either be

scattered away from the carbon atom or towards it. This

ensures the con®gurational properties of adsorbed ¯uid are

unaffected by the choice of scattering algorithm.

At the end of a time step in which a `collision' or

`collisions' occurred between a ¯uid particle and a carbon

atom the Verlet algorithm was restarted by computing the

position at t using the approximation:

ri�t� � ri�t � �t� ÿ vscatt
i �t: (9)

In all of the NEMD simulations conducted in this work

the time step �t was taken to be 5 fs. An initial period was

allowed to ensure steady state had been reached and the

length of time allocated for these computations was usually

2.5 ns for the shortest pores increasing to 10 ns for the

longest pores investigated. Production runs of twice this

length were employed to sample the particle ¯uxes.

Three isothermal case studies were undertaken to com-

pute the methane and hydrogen permeabilities as functions

of pore length, 2L, within membranes of the type illustrated

in Fig. 1.

With the fugacity de®ned in dimensionless form as

f̂ i � f 0
i ��3=kT� exp���i ÿ �0

i �T��=kT�; (10)

where f 0
i is a reference fugacity of one pressure unit

(0.1 MPa) for pure i, these simulations involved:

1. Forced ¯ow: f̂ 1�I� � 0:0343; f̂ 1�II� � 0:001707, and

f̂ 2 � constant � 0:00765.

2. Forced flow: f̂ 2�I� � 0:0343; f̂ 2�II� � 0:001707, and

f̂ 1 � constant � 0:00765.

3. Isobaric counterdiffusion: f̂ 1�I� � 0:0343; f̂ 1�II� �
0:001707, and f̂ 2�I� � 0:001707 and f̂ 2�II� � 0:0364.
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The dimensionless units for the fugacity (kT/

�3�100.3 MPa at 273.15 K) defined above are employed

throughout this paper.

In each case the ¯uxes were determined by simply

counting the net number of particles which cross a given

plane within the system (three planes at z�ÿL, z�0, and

z�L were considered here to obtain average ¯uxes) and the

effective permeabilities, Pi, were determined from the ¯ux

expression:

Ji � Pi

�2L��f̂ i; (11)

where �f̂ i is the fugacity difference between control

volumes I and II.

In addition to the nonequilibrium MD simulations, a

number of equilibrium GCMC and molecular dynamics

(EMD) simulations were conducted on a pore of in®nite

length in the z as well as y directions to investigate the

equilibrium adsorption characteristics and the in®nite sys-

tem diffusivities for binary mixtures of methane and hydro-

gen. The GCMC method employed in these computations

was the same as that proposed by Adams [24,25] and

involved random particle displacements in addition to the

destruction and creation events described above. The equi-

librium MD simulations also employed the Verlet algorithm

supplemented with the thermal diffuse scattering algorithm

for particle/carbon atom interactions. In these computations

the diffusion coef®cients Dij appearing in the ¯ux expres-

sions:

J1 � ÿL11r�1 ÿ L12r�2 ÿ B0n1

�
rp

� ÿD11n1

kT
r�1 ÿ D12n2

kT
r�2 ÿ B0n1

�
rp; (12a)

J2 � ÿL21r�1 ÿ L22r�2 ÿ B0n2

�
rp

� ÿD21n1

kT
r�1 ÿ D22n2

kT
r�2 ÿ B0n2

�
rp; (12b)

were determined using Einstein's equation:

Dij� 1

4NjkT
lim
t!1

d

dt

XNi

��1

�r��t�ÿr��0���
XNj

��1

�r��t�ÿr��0��
* +

;

(13)

where the term inside the angular brackets is the time±

displacement correlation function (TDF) of the positions

of the particles which is averaged over the equilibrium

ensemble.

In the equilibrium simulations the dimensions of the

fundamental cells in the y and z directions varied from

{Ly, Lz}�{3.69 nm, 4.12 nm} to {Ly, Lz}�{11.81 nm,

12.50 nm} depending on pore loading. These cell sizes

ensured a minimum of approximately 100 particles of a

given binary mixture within the fundamental cell during the

GCMC or EMD productions runs.

3. Results

3.1. Equilibrium simulation results

Two sets of GCMC simulation runs were conducted to

determine the equilibrium adsorption characteristics for

mixtures of methane and hydrogen within the narrow

carbon pore. In the ®rst set of computations the fugacity

of hydrogen was ®xed at f̂ 2�0.00765 and the methane

fugacities were varied over the range 0:000628 < f̂ i <
0:0932. The second set of simulations were conducted

for f̂ 1 � 0:00765 and over the range 0:001707 < f̂ 2 <
0:0932 and the results obtained from these computations

are shown in Fig. 3. In addition, Monte Carlo integration

[14] was employed to independently determine the Henry's

law constants Ki for both components and the values so

obtained were K1�304.5 and K2�5.94 at 273.15 K, in units

of �3/kT.

The full lines shown in Fig. 3 are the results obtained by

successfully ®tting the raw data to a model for mixture

adsorption proposed by Ruthven et al. [29]. This model

entails sitewise adsorption with multiple occupancy and for

the conditions prevailing in the present work, geometric

considerations of the adsorption space imply: (i) the number

of sites per unit volume within the two-dimensional carbon

slit is, in dimensionless units, n�m � nm�3 � 0:238 and

(ii) only one methane particle at most can occupy a site

whereas a pair of hydrogen particles or a single hydrogen

particle and a methane particle can simultaneously occupy a

given site. The isotherms for both species under these

Fig. 3. GCMC adsorption isotherms for methane±hydrogen mixtures. n�i
is based on volume 2.25�. Surface area and f̂ j is in units of �3/kT. The

full lines are the results correlated by Eqs. (14a) and (14b).
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conditions are given by

n�1
n�m
� K1 f̂ 1�1� �1 f̂ 2�

1� K1 f̂ 1�1� �1 f̂ 2� � K2 f̂ 2�1� �2 f̂ 2�
�methane�

(14a)

n�2
n�m
� K2 f̂ 2�1� 2�2 f̂ 2� � K1�1 f̂ 1 f̂ 2

1� K1 f̂ 1�1� �1 f̂ 2� � K2 f̂ 2�1� �2 f̂ 2�
�hydrogen�:

(14b)

The coef®cients �i arise due to multiple occupancy

associated with the hydrogen particles. These parameters

were the only quantities employed in ®tting Eqs. (14a) and

(14b) to the data and the results obtained from a nonlinear ®t

of all of the data are �1�0.239�3/kT and �2�0 (the latter

result implies that while sterically feasible, two hydrogen

particles are unlikely to occupy the same site although it

may be preferable to simply consider Eqs. (14a) and (14b)

as correlative rather than predictive in view of the approx-

imations of the model).

In Fig. 4 we report examples of the number density

pro®les for hydrogen and methane obtained from the

GCMC simulations. These results demonstrate that the

adsorbed ¯uid mixture within the 2.25� pore is truly

two-dimensional. The very shallow minimum in the hydro-

gen pro®le at the centre of the pore arises due to the smaller

size of the H2 particles and illustrates the weak adsorption

effects experienced by this component. Also shown in this

®gure (open and ®lled triangles) are the corresponding

pro®les obtained from the EMD simulations and the excel-

lent agreement between both sets of results con®rms the

ability of the thermal diffuse scattering algorithm to produce

isothermal con®gurational properties. We should add that

similar agreement between GCMC pro®les and thermal

diffuse scattering EMD pro®les was obtained irrespective

of the number of ¯uid particles involved in the simulation, a

result which is not provided by microcanonical (®xed N, V

and E) EMD simulation of small numbers of particles within

a stationary medium.

The diffusion coef®cients computed from the EMD par-

ticle trajectories using Eq. (13) for the complete range of

thermodynamic conditions investigated via GCMC as spe-

ci®ed in Fig. 3 are reported in Fig. 5(a,b). The last of these

®gures, Fig. 5(c), contains a limited number of additional

diffusivities, including the cross-diffusion coef®cient D12,

which were speci®cally computed for conditions in which

the sum f̂ 1 � f̂ 2 � constant � 0:037 and the reasons for

this will become clear later in Section 3.2. (It should

be noted that the cross-diffusion coef®cient is very dif®cult

to determine with any accuracy and the results provided

in Fig. 5(c) were computed from trajectories which were

at least 0.5 ns in length.) Furthermore, for comparative

purposes in Fig. 5(a,b) we also report results for the

tracer diffusion coef®cients Di�i� which are primarily of

interest in spectroscopic studies of particle mobility (for

example, NMR). However, of most concern here are the

phenomenological coef®cients Dij which are central to

the evaluation of transport under industrial processing con-

ditions.

On the basis of the general theory of transport within

porous media proposed by Mason and co-workers [1,2] it

may be shown that the phenomenological diffusion coef®-

cients Dij de®ned in Eqs. (12a) and (12b) are related to the

three Stefan±Maxwell pair diffusivities D12, D1M and D2M

by the expressions (see also [3,7,27,28]):

D11 � �x1=D12� � �1=D2M�
��x1=D1M� � �x2=D2M���1=D12� � �1=D1MD2M� ;

(16a)

D22 � �x2=D12� � �1=D1M�
��x1=D1M� � �x2=D2M���1=D12� � �1=D1MD2M� ;

(16b)

D12 � �x1=D12�
��x1=D1M� � �x2=D2M���1=D12� � 1=D1MD2M

;

(16c)

and

D21 � x2

x1
D12; (16d)

where the diffusivity D12 is the interdiffusion coef®cient

for the pair of diffusing species 1 and 2 and the coef®cients

DiM are the diffusion coef®cients of the individual com-

ponents relative to the stationary porous medium (in the

limit ni!0 these coef®cients are the free particle diffusion

coef®cients). For an adsorbed supercritical gas mixture in

which core repulsion interactions are dominant the two-

dimensional kinetic theory of Lee and O'Connell [30]

Fig. 4. Density profiles across the slit pore for CH4 (filled symbols) and

H2 (open symbols) from GCMC (circles) and thermal diffuse scattering

EMD (triangles).
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may be adapted to multicomponent mixtures to obtain

approximate expressions for the individual pair diffusi-

vities:

D12 �
����������������������������������

kT

2�

�m1 � m2�
m1m2

� �s
1

n�12g��12�E12

; (17a)

and

DiM �
�����������������

kT

2�mi

� �s
1

ns�sEis

; (17b)

where mi is the mass of particle i, the quantity g(�12) is the

contact pair correlation function for particles of species 1

and 2, and E12 and Eis are parameters which depend only on

temperature, and to a ®rst approximation, are independent

of loading. Within the scope of this model, n in Eq. (17a)

refers to the total ¯uid number density (per unit area) and ns

is the two-dimensional number density of the sites within

the pore. A comparatively simple expression may be

obtained from scaled particle theory [31] for the two-

dimensional contact pair correlation function for the ¯uid

pair 1±2 and in the following it will be assumed that the only

®tting parameters involved at the given temperature are E12,

D1M and D2M. The expression for g(�12) provided by scaled

particle theory is

Fig. 5. Phenomenological diffusivities as functions of loading for (a) fixed hydrogen fugacity; (b) fixed methane fugacity; (c) isobaric conditions. The zero

loading values for D11 and D22 (n1�n2!0) are D11�0.245�10ÿ8 m2/s and D22�2.98�10ÿ8 m2/s and the dashed lines represent the fit of the data for the

methane diffusivity D11, the hydrogen diffusivity D22 and the cross-diffusion coefficient D12 to the kinetic model of Lee and O'Connell [30].
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g��12��1ÿ��=4�P ni�
2
i ���=4���1�2=��1 � �2��

P
ni�i

�1ÿ ��=4�P ni�2
i �2

;

(18)

where the summations extend over all ¯uid species.

The results obtained from a nonlinear regression of all of

the simulation data with the exception of the highest

methane loading results for D11 and D22 at n�1 � 0:29 are

shown as dashed lines in Fig. 5((a)±(c)). The best ®t para-

meter estimates were E12�20.7, D1M�0.266�10ÿ8 m2/s,

and D2M�3.85�10ÿ8 m2/s and as may be seen from the

dashed lines in these ®gures the concentration dependence

of the individual phenomenological diffusion coef®cients

(predicted primarily by the group of terms n�12g(�12) in the

denominator of Eq. (17a)) is well correlated by the model

(in ®tting the data it was also found that reported hard-

sphere diameters for methane (0.4187 nm) and hydrogen

(0.2745 nm) [32] provided the best ®t). The large estimate

for E12 is not unexpected in view of the comparatively

strong sorptive interactions between the methane and the

carbon substrate. Moreover, the loading independence of

D1M (which is essentially equal to D11) suggested by the

model of Lee and O'Connell [30] is supported by the results

(an independent simulation of the zero loading state gave a

value D1M�0.245�10ÿ8 m2/s). A similar though less

favour- able comparison can be made between the ®tted

hydrogen diffusivity D2M and the zero loading result D2M�
2.98�10ÿ8 m2/s. The larger value of the ®tted estimate

suggests that a small degree of screening exists which effec-

tively lowers the hydrogen/carbon interaction parameter Eis.

3.2. Nonequilibrium simulation results

The results obtained from the NEMD simulations for the

permeabilities (see Eq. (11)) of both species in the three

case studies considered in this work are shown as the open

(hydrogen) and ®lled (methane) circles in Fig. 6. Also

shown in this ®gure are the results predicted for pores of

in®nite length which were determined as follows. In the

absence of pore entrance and exit effects the one-dimen-

sional ¯uxes when one of the chemical potentials is held

constant are given by

Ji � ÿDii

ni

kT

d�i

dz
ÿ B0ni

�

dp

dz
; �i � 1; 2� (19a)

Ji � ÿDij

nj

kT

d�j

dz
ÿ B0ni

�

dp

dz
; �i; j � 1; 2; i 6� j� (19b)

and for isobaric counterdiffusion:

Ji � ÿDii
ni

kT

d�i

dz
ÿ Dij

nj

kT

d�j

dz
; �i; j � 1; 2� (19c)

Before discussing the explicit permeability data shown in

Fig. 6 it is of particular interest to ®rst consider Eq. (19b)

since it implies that a ¯ux of i will be observed in the

presence of a gradient in the chemical potential of the other

component. The fact that no such coupled transport was

observed in any of the forced ¯ow NEMD simulations

conducted in this work suggests that the contributions from

the cross-coef®cient terms, Dij, and the viscous (convective)

terms to the ¯ux of both components are negligible for the

conditions investigated in the (a) and (b) series of runs (note

that in pressure units the magnitude of pressure differential

employed in the force ¯ow simulations is of the order of

3 MPa). Since D21 (see Eqs. (16c) and (16d)) and n2 are

both negligibly small for the conditions considered in this

work then it is not surprising that a hydrogen ¯ux arising

from a coupling with a methane chemical potential gradient

is not observed. For methane at ®xed methane fugacity and

variable hydrogen fugacity however this is not immediately

clear. From the results reported in Section 3.1 we have to a

Fig. 6. NEMD methane and hydrogen permeabilities obtained from (a) pressure driven transport and (b) isobaric counterdiffusion. The dashed lines tagged

by open and filled squares correspond to the predicted results for infinitely long pores and the dashed line through the filled circles corresponds to Eq. (27).
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good approximation D12�D1M�D11. Therefore if, for the

moment, it is assumed that the viscous terms are negligible

then, given that the same driving forces are used in both sets

of forced ¯ow simulations, one may write approximately

J1�f̂ 1 � constant�
J1�f̂ 2 � constant� �

n2=n2B

n1=n1B
� S21: (20)

Thus, in the absence of viscous effects, the methane ¯ux

arising from a gradient in the hydrogen chemical potential

should be very small since the selectivity S21 is �0.02. In

contrast, the local number density of the methane within the

pores may be expected to be quite large and therefore since

no coupled methane transport was actually observed it may

be concluded that convection does not play a signi®cant role

in the permeation process. This will be independently

veri®ed below.

These observations signi®cantly simplify the analysis for

pores of in®nite length with the following results. For the

range of conditions involved in the two cases of forced ¯ow

it is observed from both Fig. 5(a,b) that for ®xed f̂ 1 and

variable f̂ 2 �0:0 < n�2 < 0:014� the hydrogen phenomeno-

logical diffusion coef®cient, D22, is only weakly dependent

on loading and for ®xed f̂ 2 and variable f̂ 1 �0:0 < n�1 <
0:215� the methane coef®cient, D11, is independent of

loading. Using the local equilibrium adsorption isotherms

(Eqs. (14a) and (14b))), the ¯ux expressions for each com-

ponent in the respective cases are

J1 � ÿD11
n1

f̂ 1

df̂ 1

dz

� � ÿD11nm

dln�1� K1�1� �1 f̂ 2�f̂ 1 � K2 f̂ 2�
dz

�fixed f̂ 2�
(21a)

and

J2 � ÿD22
n2

f̂ 2

df̂ 2

dz

� ÿD22nm

dln�1�K1 f̂ 1��K2 � K1�1 f̂ 1�f̂ 2�
dz

�fixed f̂ 1�
(21b)

which may be integrated to obtain the permeabilities:

P1 � D11nm

f̂ 1�I� ÿ f̂ 1�II�
ln

1� K1�1� �1 f̂ 2�f̂ 1�I� � K2 f̂ 2

1� K1�1� �1 f̂ 2�f̂ 1�II� � K2 f̂ 2

" #
;

(22a)

and

P2 � D22nm

f̂ 2�I� ÿ f̂ 2�II�
ln

1� K1 f̂ 1 � �K2 � K1�1 f̂ 1�f̂ 2�I�
1� K1 f̂ 1 � �K2 � K1�1 f̂ 1�f̂ 2�II�

" #
;

(22b)

where f̂ i�I� and f̂ i�II� are the fugacities of component i

within the control volumes on either side of the in®nitely

thick membrane. The results shown as the horizontal dashed

lines tagged with the ®lled and open squares in Fig. 6(a)

correspond to Eqs. (22a) and (22b) respectively with

D11�0.266�10ÿ8 m2/s and D22�0.682�10ÿ8 m2/s.

For the isobaric counterdiffusion case the in®nite system

permeabilities are estimated as follows. Within the control

volumes on both sides of the membrane the equilibrium bulk

Gibbs±Duhem equation provides

df̂ 1B �
�̂1B

�̂2B

df̂ 2B � 0; (23)

where �̂iB is the fugacity coef®cient of component i in the

bulk gas mixture. From a limited amount of data on the bulk

properties of the simulated hydrogen±methane gas mixtures

it was found that the fugacity coef®cient ratio �̂1B=�̂2B is

essentially independent of composition and is within a few

per cent of 1.0 at the temperature and pressure of the

counterdiffusion simulations. Based on these observations

we have to a good approximation f̂ 1B � f̂ 2B �
constant�� 0:037, on average, in units of kT/�3) and there-

fore �f̂ 1B � ÿ�f̂ 2B. Under these conditions the ¯ux ratio is

(see Eq. (11)):

J1=J2 � ÿP1=P2 �fixed pressure�: (24)

Combining this result with Eq. (19c) for both species

provides the following relationships for the intrapore fuga-

cities:

df̂ 1

df̂ 2

� ÿP1

P2

�f̂ 1=n1�
�f̂ 2=n2�

D22 � �P2=P1�D12

D11 � �P1=P2�D21

� �
; (25a)

and the ¯uxes

J1 � ÿ D11D22 ÿ D12D21

D22 � �P2=P1�D12

� �
n1

f̂ 1

df̂ 1

dz
� ÿD1p

n1

f̂ 1

df̂ 1

dz
; (25b)

J2 � ÿ D11D22 ÿ D12D21

D11 � �P1=P2�D21

� �
n2

f̂ 2

df̂ 2

dz
� ÿD2p

n2

f̂ 2

df̂ 2

dz
: (25c)

Using the adsorption isotherms and the correlated results for

the diffusion coef®cients then Eq. (25a) may be numerically

integrated with the permeability ratio as a ®tting parameter.

For the case of the in®nitely thick membrane it may be

assumed that the pore mouth resistances to mass transfer are

negligible and therefore to satisfy the boundary conditions

within control volumes I and II it may be shown that the best

®t estimate for the ratio P1/P2 is 49.6. The permeability of

methane in a pore of in®nite length is then obtained by

integrating Eq. (25b), i.e.

P1 � 1

�f̂ 1�I� ÿ f̂ 1�II��

Zf̂ 1�I�

f̂ 1�II�

D1p

n1

f̂ 1

df̂ 1: (26)

The result predicted by this expression (3.66�10ÿ8 m2/s) is

shown as the dashed line tagged by full squares in Fig. 6(b).

The hydrogen counterdiffusion permeability (P2�7.37�
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10ÿ10 m2/s) under similar conditions corresponds to the

dashed line tagged by open squares. It is of interest to note

that this result for P2 is approximately a factor of ®ve

smaller than the value obtained for a similar hydrogen

chemical potential difference under forced ¯ow conditions

and it is readily shown that the source of this hindrance

effect is the cross-coupling term appearing in the denomi-

nator of the ®rst expression on the right of Eq. (25c).

For very short pores the pressure driven transport results

reported in Fig. 6(a) show that the hydrogen permeability is

signi®cantly larger than the methane permeability although

this picture is reversed for pore lengths greater that 1 nm. As

the pore length increases beyond this value the hydrogen

permeability passes through a maximum and slowly

approaches the result predicted for forced ¯ow in in®nitely

long pores. In contrast, the methane permeability increases

monotonically with pore length and it would appear that

pore lengths (membrane thicknesses) of the order of tens or

hundreds of nanometers are required to eliminate the in¯u-

ence of the pore entrance and exit on the permeation

process. The results for the methane permeability are well

correlated by the simple expression:

1

P1

� 1

P0�2L� �
1

P1p

; (27)

where P0 is the pore mouth conductance (estimated to be

13.7 m/s) and P1p is the intrapore permeability given by

the in®nite system result. Eq. (27) suggests that the in¯u-

ence of the pore mouth resistance to mass transfer is reduced

to 1% of the overall resistance only for pores longer than

0.3 mm. One should bear in mind however that the pores

under investigation in this work are highly idealised and it is

quite possible that structural defects similar to those con-

sidered in [12] exist within the pores of real carbon mem-

branes.

The fact that the coupling term in Eq. (19c) for the

methane ¯ux is negligible is emphasised by comparing

the results for the methane permeability obtained both from

the forced ¯ow simulations (Fig. 6(a)) and from the isobaric

counterdiffusion studies (Fig. 6(b)). The dashed line

through both sets of results is essentially the same except

for minor differences associated with the term P1p in

Eq. (27). However, while the presence of hydrogen has

no effect on the methane ¯ux it is clear, as noted above,

that the sorbed methane has a very signi®cant effect on the

counterdiffusing hydrogen.

Another approach which may be employed to extract

information from the NEMD simulations is to consider the

concentration pro®les within the permeable region between

the two control volumes and a number of examples of these

pro®les are provided in Fig. 7. Methane concentration

pro®les under forced ¯ow conditions are shown for three

different pore lengths in Fig. 7(a) and these results suggest

that reliable effective intrapore diffusivities may be obtained

for pores of length 2L�1.562 nm or greater by ®tting the

central portion of the pro®les in the vicinity of z�0 to the

expression:

J1 � ÿD1;eff
n1

kT

d�1

dz
ÿ D1;eff

n1

f̂ 1

df̂ 1

dz

� D1;effnm

dln�1ÿ �n1=nm��
dz

; (28)

where it has been assumed that viscous shear effects are

negligible. The results obtained for methane at ®xed hydro-

gen fugacity and from a similar analysis of the hydrogen

pro®les at ®xed methane fugacity are reported in Fig. 8(a).

The tagged dashed lines in this ®gure again provide the

results for the in®nite system diffusivities Dii at densities

corresponding to the centreline values in the ®nite length

pores and quite clearly the viscous terms do not contribute

signi®cantly to the ¯uxes.

The concentration pro®les shown in Fig. 7(b) (as well as

those for 2L�1.562 nm and 2L�2.414 nm) for isobaric

Fig. 7. Concentration profiles through the pores. (a) Methane density

profiles for three pore lengths under forced flow conditions (fixed H2

fugacity); (b) methane and hydrogen profiles within the pore of length

2L�3.266 nm under isobaric conditions.
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diffusion conditions were similarly considered using

Eqs. (25b) and (25c)). From the known concentrations

and the adsorption isotherms it was possible to compute

and ®t the fugacity pro®les for the species in the vicinity of

z�0 and the results obtained from Eqs. (25b) and (25c)) for

the pore diffusivities Dip are shown in Fig. 8(b). The in®nite

system predictions for the same concentrations at the centre-

line of the ®nite length pore are D11�0.266�10ÿ8 m2/s,

D22�0.489�10ÿ8 m2/s, D12�0.232�10ÿ8 m2/s, and

D21�0.53�10ÿ10 m2/s and the predicted values for Dip

are shown as the dashed lines. The agreement between

the methane results for the ®nite and in®nite length pores

is excellent and it should also be noted that the cross-

diffusion terms in the expression for D1p play a very minor

role in its estimation. This is not the case, however, for the

in®nite system pore diffusivity for hydrogen which is pre-

dicted to be a factor of two lower than the uncoupled value,

D22. Furthermore, a serious ambiguity appears to arise in the

case of D2p for ®nite length pores and at this time we can

only conclude that in contrast to the methane ¯ux, the

theoretical expression for the ¯ux of hydrogen within these

comparatively short pores cannot be simply represented by

the result for the in®nite system. This may be interpreted

qualitatively in terms of an argument similar to that pro-

posed in [33] in which it was concluded that a premature

break in the intrapore momentum correlations of the diffus-

ing particles as they leave pores of ®nite length results in a

larger apparent diffusion coef®cient. The latter effect should

be particularly noticeable for small, weakly adsorbing

particles (as observed for hydrogen) whereas particle/pore

wall thermal diffuse scattering of a strongly adsorbing

component encourages a rapid decay of the molecular

correlation functions in a manner analogous to an in®nite

system even if the pore is comparatively short.

While the general features of the results obtained from the

NEMD simulations are in good qualitative agreement with

experimental observations for forced ¯ow separation using

carbon membranes [20,21], a direct quantitative comparison

with experimental data cannot be made for a number of

reasons (pressure gradients at least an order of magnitude

lower are involved in the experiments and the pore structure

within the real carbon membranes is presumably much more

complex). Nevertheless the following estimates for a single

pore of in®nite length provide guidelines with respect to the

ef®cacy of the modelling techniques employed in this work.

At low pressures the relative permeabilities of the two pure

gases, P1/P2�(D11K1)/(D22K2), is 4.2 (273.15 K) in good

agreement with the experimental value 5.1 (295.1 K). Under

these conditions the hydrogen `diffusivity' (which, based on

the de®nitions employed in [20,21], is equivalent to our

D22K2nm) is predicted to be 4.2�10ÿ8 m2/s (273.15 K)

while the experimental value is 2.96�10ÿ10 m2/s

(295.1 K). We believe the experimental result is much lower

due to porosity/tortuosity effects which have not been

incorporated into the theoretical value in addition to the

in¯uence of structural heterogeneities within the real carbon

such as carbon lattice dislocations, variable pore cross-

sections (similar to the pore entrance and exit resistances

involved with the short pores investigated in the NEMD

simulations) etc. The NEMD simulations do, however,

con®rm that the selectivity mechanism is directly related

to partial pore blockage by the more strongly adsorbing

species. For the model pore considered here the hydrogen

permeability in the mixed gas case (the (b) series of

simulations) is reduced by at least an order of magnitude

relative to the value for pure hydrogen.

4. Summary

Binary transport of hydrogen and methane mixtures

within a comparatively simple model carbon membrane

Fig. 8. Centreline diffusivities for the three longest pores as functions of

pore length. (a) Effective diffusivities, Di;eff , for methane and hydrogen

under forced flow conditions estimated using Eq. (28); (b) pore

diffusivities as defined by Eqs. (25a), (25b) and (25c) under isobaric

conditions.
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has been simulated in this work. The results obtained

demonstrate the principal underlying features of the separa-

tion mechanism and the utility of the nonequilibrium mole-

cular dynamics method. Pore entrance/exit resistances to

mass transfer would appear to be signi®cant if the pores

controlling the separation process within real carbon mem-

branes are relatively short (less than 0.1 mm in length).

Furthermore, for the very small pores present in these

microporous carbons we believe the viscous shear contribu-

tion to the species ¯uxes is negligible in comparison with

the diffusive terms. While the latter conclusion has been

widely accepted in the literature primarily on the basis of the

dependence of the parameter B0 in the viscous term on the

square of the pore width, the results obtained from the

NEMD method employed in this work verify this assump-

tion from a molecular perspective. The in¯uence of cross-

coupling on the transport of the strongly adsorbing, heavier

methane particles was also generally found to be negligible

whereas a signi®cant reduction in the ¯ux of hydrogen due

to cross-coupling was observed during isobaric counter-

diffusion. Finally, for ®nite pore lengths it was observed that

while methane intrapore transport was consistent with the

predictions of linear nonequilibrium theory, the hydrogen

diffusion coef®cients were systematically larger, particu-

larly for very short pores.

5. Nomenclature

a acceleration (m/s2)

B0 viscous flow coefficient (m2)

D phenomenological diffusion coefficient (m2/s)

D Stefan±Maxwell binary diffusion coefficient

(m2/s)

E energy (J)

Eij interaction parameter which depends on the

strength of the adsorption field

F� unidirectional particle flux normal too and away

from the collisional tangent plane

f̂ fugacity (in units of kT/�3)

g contact pair correlation function

J, J flux (particles/m2 s)

k Boltzmann's constant

K equilibrium adsorption coefficient (in units of

�3/kT).

L pore half-length (nm)

Lij phenomenological coefficient (s/kg m2)

m particle mass (kg)

n particle number density (particles/m3)

n* reduced number density n�3

N particle number

p pressure N/m2

P permeability (m2/s)

P0 pore mouth conductance (m/s)

rij relative separation of particles i and j (nm)

rcut cut-off radius for particle±particle interaction (nm)

r particle coordinate (m)

R particle radius (nm)

S selectivity

t time (s)

T temperature (K)

v particle velocity (m/s)

V volume (m3)

w pore width (nm)

x,y,z cartesian coordinates (m)

� polar angle

� interplane spacing in graphite (0.335 nm)

" potential minimum in the Lennard-Jones (12±6)

potential function (J/particle)

� shear viscosity (N s/m2)

� polar angle

' polar angle

� chemical potential (J/particle)

� uniformly distributed random number

� Lennard-Jones (12±6) diameter (nm)

f potential interaction energy (J)

� polar angle

� system potential energy (J)

Subscripts

c carbon

B bulk fluid state

i species or particle index

j species or particle index

m monolayer

1 methane

2 hydrogen
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